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APS Computer Communications

The Scientist need to communicate/collaborate

 Their tool of choice: The desktop computer

The desktop computer relies on the APS Server/Network infrastructure



3

Systems Management: The brains behind the server

Automated OS and patch deployment to 376 Solaris clients

APS developed tools and software packages to configure systems
and load software

A reproducible system is a manageable system.
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Watching System Usage

Systems need to be monitored to track future needs and
troubleshoot suspected problems.

Orca: A tool for collecting/graphing Solaris OS data.
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Network Monitoring

Without a network, the fastest computers are nearly useless.

MRTG: Network monitoring system also used by IRMIS to monitor
IOCs
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LDAP for Authentication

Simplified user access using LDAP.

A defined standard

Used for system access and application authentication.
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LDAP Now

OS access for Mac, Solaris

Application Authentication for E-mail, APS Portal and ICMS
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LDAP in the future

OS access for Linux and Accelerator (Helios/Selene cluster)

 XOR beamline accounts
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This infrastructure supports the APS Email system

Centralized storage for users' email with multiple access methods.

APS E-Mail System
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APS Email Access

 Internal:
– Secure IMAP (IMAPS) via Netscape/Mozilla/Thunderbird
– HTTPS via https://atlas.aps.anl.gov:444/

External:
– APS Portal
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E-Mail has Evolved

Users have changed how they use Email

Organizing messages into folders

Saving messages to preserve chronological events
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CATs are Requesting APS Mail Service

Spam Filtering

Lower Cost of Operation

Allow CAT personnnel to focus on Science.
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How Much Mail?

15,000 Messages per day

307GB total mail with 3.2 million messages

Sears Tower 1475 feet

E-Mail Stack 1000 ft

Sears Tower =
1475 Ft

E-Mail Stack =
1000 Ft
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The Access Grid

AccessGrid: The future of scientific collaboration

 software system to support group-to-group interactions.
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The Access Grid

From: http://www.accessgrid.org/
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From: http://www.sve.man.ac.uk/General/Gallery/AccessGrid/SCG01
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Who Uses AccessGrid ?

100 Venues listed on http://portal.accessgrid.org/

– Ames Laboratory, Ames Laboratory/Iowa State University, Ames
Argonne Workshop Node, Argonne National Laboratory, Chicago
Argonne Library Node, Argonne National Library, Chicago Boston
University SCV, Boston University, Boston LLNL-CASC, Lawrence
Livermore National Laboratory, Livermore Los Alamos National Lab,
Los Alamos National Lab, Los Alamos LSU Life Sciences A663 Node,
Louisiana State University, Baton Rouge

– SER CAT APS
– Beamline XOR
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Summary

A well maintained infrastructure is vital to support Scientific
systems and applications.

Collaborative tools, such as E-mail and AccessGrid, provide
scientists the means to exchange ideas and information.


